Homogeneous assumption and the logistic behavior of information propagation
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Many models of disease and rumor-spreading phenomena average the behavior of individuals in a population in order to obtain a coarse description of expected system behavior. For these types of models, we determine how close the coarse approximation is to its corresponding agent-based system. These findings lead to a general result on the logistic behavior of information propagation for networks on both connected graphs with doubly stochastic edge weights, and connected graphs with symmetric edge weights. Moreover, we discuss the appropriateness of the discrete logistic approximation for a few example heterogeneous graph topologies.
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I. INTRODUCTION

Many different phenomena can generally be described as the exchange of information between members of a population, such as the spread of rumors [1–4], ideas [5], computer worms and viruses over the internet [6,7], and most notably the spread of infectious diseases [8–20]. These types of phenomena can be modeled at the population level, the agent level, or somewhere in between. Moreover, the popular work on small-world [21] and scale-free [22] networks have uncovered important structural details of typical populations in these systems. Recent discoveries in the discipline of network science have motivated a second look at how structural details of the population network influence the rate and depth at which information spreads, and how agent-level interactions affect population-level interactions [13–20]. Here we continue along these lines and draw attention to novel ways of quantitatively analyzing how network structure affects the spread of information through a population.

Early descriptions of disease and rumor propagation approximate population-level behavior by low-dimensional ordinary differential equations (ODEs) [1,8–10,12]. However, it is difficult to include the network topology of the propagation medium in these low-dimensional models. A related issue is how local variations in behavior and connectivity should be averaged, which is known as the problem of heterogeneity [12,16,23]. The low-dimensional models implicitly assume that every node in the network is connected to every other node in the network equally [24]. Initial attempts at addressing this problem include proportional mixing techniques, which focused on subdividing the population into smaller homogeneous populations [11]. Recently the inclusion of network topology has been addressed using heterogeneous mean-field approaches that coarse-grain the set of nodes into various degree classes that have similar dynamical properties [13,17–19,25,26]. These methods rely on statistical properties of the network rather than the global structure of the network as a whole, and become computationally costly as the system detail is refined to the agent level.

We shall analyze the spread of information between individuals for simple contagion scenarios [27] and develop an agent-based propagation model that is similar to the probabilistic discrete-time Markov chain studied in Ref. [28]. This agent-based theoretical framework scales to subpopulations of any size [8] and has been shown to generalize heterogeneous mean-field approaches [28], where the subpopulations are typically groups of nodes that have the same out-degree. The advantage to using an agent-based theoretical framework is that it begins with the exact structure of the network and determines the dynamics rather than incorporating the detailed network properties into an already formulated coarse dynamic model, thus allowing one to accurately probe network effects at any scale. Hence, we seek to show that our agent-based contact model is consistent with the well-known low-dimensional mean-field logistic model, and discuss the implications of using a low-dimensional logistic model in place of the agent-based contact model. Because it is popularly taken as granted that low-dimensional models are not accurate representations of agent-based systems [29], our approach will attempt to rigorously quantify the differences between the two representations and uncover the network topologies where the low-dimensional and agent-based models may possibly agree.

Our findings rely on the implementation of algebraic graph theory, which has been extensively applied to the analysis of static network structure [30], particularly since adjacency matrices uniquely define a graph [30] and are computationally efficient mathematical structures [31]. From our agent-based approach to the study of information propagation, we argue that new physical insight is gained by applying the tools of algebraic graph theory to the study of the dynamics on a network. Not only will adjacency matrices allow us to rigorously attribute the size of fluctuations about the population-level solutions to finite-size effects, but they will simultaneously tell us what network structures are necessary for our assumptions to hold. Furthermore, since the mean-field population model implicitly asserts a particular graph structure, i.e., a completely connected graph, we will conclude our discussion by exploring how one can use a mean-field solution for an agent-based system, which may have an arbitrary graph structure, to assert parameter values of a corresponding coarse population model. We propose a novel way in which one can use these inferred parameter values as simple metrics for comparing the graph-dependent propagation dynamics for a set of initially informed nodes.

To communicate these ideas, this manuscript is organized as follows: In Sec. II a coarse-grain model based on the scalar logistic equation is introduced. We present the agent-based contact model in Sec. III; this describes the probability of interaction between nodes on the graph in terms of the
Because these are behaviors that do not typically depend on network structure; it is not necessarily true that one’s neighbors’ forgetfulness or recovery will directly cause one also to forget or recover. For these reasons, we will simplify our discussion by considering only SI dynamics.

The classic SI model [8,10,12] is expected to be accurate only for systems that exhibit well-mixed behavior because it assumes that (1) the population size is fixed, and (2) the members within a set are indistinguishable from every other member in that set. In discrete time, the rate of infection is proportional to the number of susceptibles and infecteds at the previous time step, as well as a transmission rate $\beta$, which we shall generally treat as a time-varying expression $\beta_t$ [32]. By letting $I_t$ be the proportion of informed individuals in a population, the SI dynamics are described by the discrete scalar difference equation

$$I_{t+h} = I_t + h\beta_t I_t (1 - I_t)$$

and the logistic function that solves this equation.

This model has the additional assumption that (3) the time step $h$ is small enough such that only one informed agent contacts all of his neighbors during that time step. As noted in Ref. [8], solutions to Eq. (1) are bounded on the unit interval for each initial value on the unit interval only if the coefficient of the $I_t (1 - I_t)$ term, say, $\alpha(t)$, is positive and satisfies the condition

$$\sup_t \alpha(t) \leq 1. \tag{2}$$

For Eq. (1), $\alpha(t) = h\beta_t$, and this implies that the step size of Eq. (1) must satisfy $h \leq 1 / \sup \beta_t$.

II. LOGISTIC POPULATION MODEL

For a given population of $N$ agents, suppose each agent can only be a member of one of two sets: the set of S-class individuals (susceptibles) or the set of I-class individuals (informeds). Agents can only go from being susceptible to being informed, and once informed remain informed for all future time. If one were to consider only the transfer events of information propagation, then the SI model is arguably the simplest population-level model that corresponds with information communication mechanisms between members. Including more complicated behavior by allowing members to leave the I-class set, by either reentering the S-class or entering an R-class subpopulation (removed/forget), is unnecessary because these behaviors do not typically depend on network structure; it is not necessarily true that one’s neighbors’ forgetfulness or recovery will directly cause one also to forget or recover. For these reasons, we will simplify our discussion by considering only SI dynamics.

The classic SI model [8,10,12] is expected to be accurate only for systems that exhibit well-mixed behavior because it assumes that (1) the population size is fixed, and (2) the members within a set are indistinguishable from every other member in that set. In discrete time, the rate of infection is proportional to the number of susceptibles and infecteds at the previous time step, as well as a transmission rate $\beta$, which we shall generally treat as a time-varying expression $\beta_t$ [32]. By letting $I_t$ be the proportion of informed individuals in a population, the SI dynamics are described by the discrete scalar difference equation

$$I_{t+h} = I_t + h\beta_t I_t (1 - I_t) \tag{1}$$

and the logistic function that solves this equation.

This model has the additional assumption that (3) the time step $h$ is small enough such that only one informed agent contacts all of his neighbors during that time step. As noted in Ref. [8], solutions to Eq. (1) are bounded on the unit interval for each initial value on the unit interval only if the coefficient of the $I_t (1 - I_t)$ term, say, $\alpha(t)$, is positive and satisfies the condition

$$\sup_t \alpha(t) \leq 1. \tag{2}$$

For Eq. (1), $\alpha(t) = h\beta_t$, and this implies that the step size of Eq. (1) must satisfy $h \leq 1 / \sup \beta_t$.

III. AGENT-BASED MODEL

As an alternative, let us now consider a system of discrete agents that are able to share information with each other. The communication pathways between agents can be mapped as a graph $G(V,E)$ of $N$ total agents [24,33], where each uniquely indexed node $i \in \{1, \ldots, N\} \subset V$ of the graph represents a distinct agent, and a directed edge $(i,j) \in E$ connecting two nodes $i$ and $j$ indicates that it is possible for agent $i$ to transmit information to agent $j$. For example, in epidemiology an agent is a unique person and a parcel of information may be an infectious disease [34], and in the blogosphere an agent is a unique web user while a parcel of information may be a specific rumor about a politician or celebrity [35].

We are interested in the probability that agent $i$ is in possession of a specific parcel of information at discrete time $t$, which we denote as $p_{t}^{(i)}$. Furthermore, agent $i$ is assumed to communicate with a neighbor, e.g., agent $j$ with $j \neq i$, in such a way that there is a nonzero probability $a_{ij}$ that agent $j$ successfully communicates a parcel of information to agent $i$ in a time period of $h$. In general, each $a_{ij}$ is a time-varying expression since the graph topology of a given social network is subject to change over long enough periods of time. To keep our discussion simple, we adopt the common assumption that the information of interest spreads through the network faster than significant changes to the network are able to emerge.

Motivated by the mechanism of social media platforms such as Twitter and the Facebook newsfeed, the magnitude of each $a_{ij}$ for a given $i$ is the probability that, in one time step, agent $i$ will be contacted by one of his neighbors $j$. In this sense the informed agents broadcast the information to their neighbors. Thus, $a_{ij}$ is said to be an element of the weighted adjacency matrix $A$ that uniquely defines the structure of the graph $G$ [33], and each $a_{ij} \in \{0,1\}: \forall i \in \{1, \ldots, N\}, \sum_{j=1}^{N} a_{ij} = 1$. Any matrix that has this property is said to be row stochastic.

Recent evidence suggests the probability that an information transfer event occurs is also dependent on the nature of the information itself [35]. For instance, two agents of a network may be in communication, but not necessarily sharing the type of information that one would like to be tracking. Thus, the average probability that the desired information is being transmitted during a given period of time $h$ is given by $h\beta_t$, where $\beta_t$ is similar to the transmission rate defined for scalar logistic models. We remark that the step size requirement (2) ensures the term $h\beta_t$ satisfies the probability axiom $h\beta_t \in [0,1]$. It shall be assumed that once an individual is informed (infected), he does not forget (recover) or become silent (removed). Instead, we attribute any time-varying effects of the propagation dynamics to the nature of the information itself through the $\beta_t$ expression. Given these conditions, the total probability of an arbitrary agent $i$ becoming informed at a given time step $t + h$, denoted by $p_{t+h}^{(i)}$, is

$$p_{t+h}^{(i)} = p_t^{(i)} + (1 - p_t^{(i)}) \left( \sum_{j=1}^{N} h\beta_t a_{ij} p_t^{(j)} \right). \tag{3}$$

Hence, an agent is informed at time $t + h$ if he is already informed by time $t$, or the agent is not informed by time $t$ and an informed neighbor successfully transmits the information. The fact that the probability at the next time step depends only on the probability at the current time step indicates that the system of equations expressed by Eq. (3) has the Markov property and is referred to as a Markov chain [36]. We remark that the diagonal elements $a_{ii}$ of the weighted adjacency matrix are necessarily equal to zero. If this were not the case, then a contradiction would occur because then an uninformed agent...
would be able to spontaneously inform himself. In matrix notation, (3) becomes

\[ p_{t+h} = p_t + h\beta_i (I - \text{diag}(p_t)) A p_t, \]

where \( p_t \) is a column vector whose indices correspond with the agent indices.

Epidemic models of this form have been shown by Monte Carlo simulation to generalize both contact processes and reactive processes [28]. A contact process is a dynamical process where each informed agent stochastically informs just one of his neighbors per time step, while a reactive process is a dynamical process where at least one informed agent stochastically informs all of his neighbors per time step. Hence, by construction, we consider the dynamics of a reactive process.

Since we consider the dynamics of a reactive process, we constrain each S-class individual to only interact with one of his neighbors at a time. This assumption is consistent with the mechanics of simple contagions and applies to situations where information is broadcast, e.g., a radio signal, and each susceptible individual can “listen” only to one broadcasting source at a time so that the communication events are mutually exclusive. In contrast to Eq. (2) of Ref. [28], where elements of the weighted adjacency matrix describe the probability of where a random walker on the network will go next, the elements of the weighted adjacency matrix in our system describe the probability of where the random walker has come from. When comparing these two closely related frameworks, Eq. (3) of this paper can be recovered from Eq. (1) of Ref. [28] by first swapping the index of the product, and then applying De Morgan’s law to obtain a series representation.

IV. COMPLETELY CONNECTED SOLUTION

Having introduced both a population-level model and an agent-based model independently, one can rigorously construct the population-level dynamics directly from the agent-level dynamics by asserting the “well-mixed” assumption that is implicit in the population-level dynamics [24] presented in Sec. II. In terms of graph topology, we argue that well-mixedness of a population corresponds to a completely connected graph. A graph is said to be completely connected if every node on the graph shares an undirected edge with every other node on the graph [33], and a network of agents on a completely connected graph is often considered to be “well-mixed” if every agent communicates with every other agent equally [24]. A graph of this type is described as being “homogeneous” because the local graph topology for each node is indistinguishable from that of every other node. For a network of \( N \) agents, this implies that elements of the weighted adjacency matrix for a completely connected graph have the following values:

\[ a_{ij} = \begin{cases} \frac{1}{N-1}, & i \neq j \\ 0, & i = j \end{cases} \]

We remark that a model in this framework, as stated, relies on the assumption that (1) the population does not change and (2) the edge weights do not change. The regularity of the adjacency matrix for the well-mixed case allows one to also find upper and lower bounding functions to the solution of Eq. (4). Since the solution to Eq. (3) is positive and monotonically increasing elementwise [8], taking the one norm is identical to summing over all of the elements:

\[ |p_{t+h}|_1 = \sum_{i=1}^{N} p_t(i) + h\beta_i \left(1 - p_t(i)\right) \left(\sum_{j \neq i} \frac{1}{N-1} p_t(j)\right) \]

\[ = |p_t|_1 + h\beta_i |p_t|_1 \left(1 - \frac{|p_t|_1}{N-1}\right) + h\beta_i \frac{|p_t|_1^2}{N-1}. \]

We note that the maximum possible informed population—also known as carrying capacity [9]—of the model (5) is \( N \), rather than \( N - 1 \) as the resemblance of Eq. (5) to the discrete logistic equation might falsely suggest.

It is now possible to compare the graph-based solution of Eq. (4) to that of the traditional susceptible-infected (SI) model for systems containing an arbitrary number of agents. If the cardinalities of the susceptible and infected populations are random variables, then experimental evidence suggests that the scalar variables of the low-dimensional models represent the expected values for the sizes of those sets [8].

For comparison, Eq. (5) can be normalized with respect to the total population to obtain

\[ x_{t+h} = x_t + h\beta_i x_t \left(1 - \frac{N}{N-1} x_t\right) + h\beta_i \frac{|p_t|_1^2}{N(N-1)}, \]

where \( x_t = |p_t|_1/N \) has the usual interpretation of being the expected probability that an arbitrarily sampled agent is informed. Under this interpretation, one can think of Eq. (6) as a mean-field description of the population. Another interpretation of \( x_t \) is that it represents the proportion of informed individuals in a population.

In the thermodynamic limit where the size of the system \( N \) approaches infinity, one finds that

\[ x_{t+h} = x_t + h\beta_i x_t (1 - x_t). \]

Hence, the dynamics of the SI model and the graph-based model are equivalent in the thermodynamic limit. Given a population of size \( N \), the solutions to the difference equations (1) and (7) are equal when the initial concentration of Eq. (7) is taken to be the proportion of initially informed individuals of Eq. (1). For finite homogeneous populations, however, the solutions are closely bounded by the solutions to

\[ x_{t+h} = x_t + h\beta_i \frac{N}{N-1} x_t (1 - x_t) \quad \text{and} \]

\[ x_{t+h} = x_t + h\beta_i x_t \left(1 - \frac{N}{N-1} x_t\right), \]

when the following step-size condition is met:

\[ h \leq \sup \frac{N - 1}{N + 1} \beta_i . \]

A proof of this claim is presented in Appendix A. Furthermore, when this step size condition is met, solutions to the discrete logistic equation of a given initial point are bounded above by solutions with greater initial values and bounded below by solutions of lesser initial values. Existence and uniqueness
guarantee this feature for the continuous model, but when comparing solutions to the discrete model, this is an important feature for solutions to have because it allows one to know for certain that one solution dominates another.

V. LOGISTIC APPROXIMATION OF DYNAMICS ON CONNECTED GRAPHS

Ultimately, for a mean-field representation, one would like to find a simple scalar equation that is a close approximation to Eq. (4), and determine what structural conditions must exist to allow such a scalar reduction. By approaching this question from the point of view of algebraic graph theory, we find that, for connected graphs, if A is either a doubly stochastic or a symmetric adjacency matrix, then the largest singular value can be used to find the closest rank-one approximation to the original matrix in two-norm, \( \| \cdot \|_2 \). Thus, by identifying the singular values of A, one can reduce the dimensionality of the system to a simple scalar approximation to Eq. (4). In general, graph topologies that permit doubly stochastic adjacency matrices are known to be contained in the family of strongly connected graphs, and we refer the reader to Ref. [37] for a more detailed technical discussion of this topic. The study of doubly stochastic systems is relevant for engineered systems, where the graph topology is constructed to have this doubly stochastic property. The coordinated control of multi-agent systems [38] and the application of distributed consensus algorithms [39], for example, are often constructed with doubly stochastic communication topologies. Understanding the dynamics of robust information sharing amongst multi-agent systems is presently an ongoing area of research.

Though there exist matrices that are both doubly stochastic and symmetric, it is possible for a matrix to be doubly stochastic without being symmetric, or symmetric without being doubly stochastic. The latter case is more likely to occur naturally, but requires a relaxation of the row stochastic condition. Therefore, we will present the results for doubly stochastic matrices, followed by the results for symmetric matrices. One can rigorously define how well the scalar logistic model approximates the graph-based model for a doubly stochastic connected network with a reachable population of \( n \) members, the solution to the scalar logistic equation

\[
x_{t+h} = x_t + h\beta x_t (1 - x_t)
\]

approximates the average value of the elements of \( p_t \) to an accuracy of order \( h\sigma_2 \).

When comparing this result to the direct solution of the completely connected case (5), it comes as no coincidence that the second largest singular value for the completely connected adjacency matrix is \( (N - 1)^{-1} \). To display this fact, Eq. (6) can be written in the form

\[
x_{t+h} = x_t + h\beta x_t (1 - x_t) + \frac{h\beta}{N} \left( \frac{|p_t|^2}{N} - x_t^2 \right).
\]

We emphasize that the important feature of the network topology that produces this result is that the weighted adjacency matrix is doubly stochastic.

The error terms in these equations define a bound on the magnitude of fluctuations of mean-field solutions about the logistic solution at each step. The dependence of the error term on the structure of the adjacency matrix alludes to the notion of structural convergence where the error converges to the Perron-Frobenius theorem for row stochastic matrices to determine \( \rho(A) = 1 \) [33]. Denoting an \( N \)-dimensional vector of ones by \( 1_N \), the row stochasticity of \( A \) implies that \( A1_N = 1_N \) is an eigenvector of \( A \) with eigenvalue 1. The normalized eigenvector \( 1_N / \sqrt{N} \) is then the first column, \( w_1 \), of \( W \) in Eq. (8). Thus,

\[
\sigma_1 = \lambda_1 = 1, \quad \text{and} \quad w_1 = \frac{1}{\sqrt{N}} 1_N.
\]

With the largest singular value and corresponding eigenvector identified, one is able to determine the closest rank-one approximation in matrix two-norm to an arbitrary adjacency matrix that is both doubly stochastic and symmetric. To see this, suppose \( A = A^T \in R^{N \times N} \) and \( W \) is an orthogonal matrix that diagonalizes \( A \) as in Eq. (8). Then \( A \) can equivalently be represented as the series

\[
A = \sum_{i=1}^{n} \lambda_i w_i w_i^T,
\]

where \( \lambda_i \) is the \( i \)th eigenvalue value of \( A \) and \( w_i \) is the \( i \)th column of \( W \). Furthermore, the closest rank-\( k \) approximation to \( A \) in matrix two-norm is \( X = \sum_{i=1}^{k} \lambda_i w_i w_i^T \), for \( 0 \leq k \leq \text{rank}(A) \). By recalling that the singular values of a symmetric matrix are the absolute value of its eigenvalues, a more general proof of this statement is provided in Ref. [41], with the symmetry requirement relaxed and replacement of the Frobenius norm by the matrix two-norm.

Using these properties of symmetric doubly stochastic matrices, one can rigorously define how well the scalar logistic model approximates the graph-based model, as proved in Appendix B. We now are able to define how well the scalar logistic model approximates the graph-based model for a doubly stochastic connected network topology from the following statement. Given a system of equations of the form (4) and defined on a doubly stochastic connected network with a reachable population of \( n \) members, the solution to the scalar logistic equation

\[
x_{t+h} = x_t + h\beta x_t (1 - x_t)
\]

approximates the average value of the elements of \( p_t \) to an accuracy of order \( h\sigma_2 \).
zero as the doubly stochastic or symmetric graph essentially becomes more completely connected in the sense of its matrix two-norm. As a practical example, take an undirected cyclic graph of \( N \) nodes, where each node has \( k \) neighbors and each edge has a weight of \( 1/k \). The adjacency matrix of this system is both doubly stochastic and circulant, and its second largest eigenvalue is given by Ref. [42]:

\[
\lambda_2 = \sum_{m=0}^{N-1} c_m e^{-i2\pi m/N}.
\]  

(12)

Because the exponential terms of Eq. (12) are symmetric about the real axis, the sum of imaginary terms is zero, and the sum of real terms can be found by doubling the sum of the real terms over the interval \([0,\pi]\). Since \( c_m = 0 \) where edges do not exist and \( c_m = 1/k \) where they do, one looks at the sum of the real terms to obtain the lower bound:

\[
\cos \left( \frac{\pi k}{N} \right) \leq \lambda_2.
\]  

(13)

It is obvious that for fixed \( N \), each edge added to the system by increasing \( k \) will make the system more completely connected. As this system grows, however, the lower bound \( \lambda_2 \) shows that the mean-field solutions will certainly not converge to the logistic solutions if the degree of each node does not increase at the same rate as the population.

Though one might perceive the double stochasticity requirement to be rather strict, requiring interaction symmetry between agents is quite realistic. For information-spreading phenomena that involve direct one-on-one contact between members of a population, e.g., during the spread of diseases or computer viruses, the amount of time two members spend in an interaction is symmetric. When this amount of time is scaled by the total amount of time per period of interest, then one can conceivably obtain a symmetric non-negative weighted adjacency matrix whose row sums are between zero and one. In this case the error term is defined by the largest singular value of the difference between the given adjacency matrix and the lowest rank approximation \([\text{rank}(A) = 1]\) of a row stochastic matrix, denoted \( R_1 \), and whose elements are all \( N^{-1} \). Similar to the procedure used to obtain (11) from Eq. (4), one begins with

\[
p_{t+h} = p_t + h\beta_t(1 - \text{diag}(p_t))(A + R_1 - R_1)p_t \]  

(14)

to obtain

\[
x_{t+h} = x_t + h\beta_t x_t(1 - x_t) + O(h\|A - R_1\|_2)\]  

(15)

For example, let us consider chain of linked nodes arranged in a line such that each node has only two neighbors except for the nodes on the ends who each have just one neighbor. The adjacency matrix of this system will have only nonzero elements on its upper diagonal, lower diagonal, or both. If symmetric interactions occur on this network, then one can apply (15) to this system. In this case suppose each and every interaction takes place for the same proportion of a given time step, e.g., \( h/2 \) so that each element along the upper and lower diagonal is \( 1/2 \) and each row sum lies on the unit interval. As defined in Ref. [42], the structures of \( A \) and \( A - R_1 \) are both \textit{banded Toeplitz matrices}, which are a class of matrices that asymptotically converge to their \textit{circulant} analogs. Here, the linear chain of linked nodes yields a circulant system, e.g., \( A_C \), by connecting the two ends of the chain. Hence, one can generally argue that for large chains of linked nodes, the results of Eqs. (12) and (13) indicate that the mean-field solution for this system does not converge to a logistic solution in the thermodynamic limit. For even small linked chains of agents, such as \( N = 10 \), one finds that \( A_C \) is a sufficient approximation of \( A \) for logistic dynamics since \( \|A - R_1\|_2 - \|A_C - R_1\|_2 \leq 1.5 \times 10^{-3} \), and \( \|A - R_1\|_2 = 0.9995 \) indicates that the mean-field behavior of the linear chain is not expected to be logistic.

VI. MEAN-FIELD BEHAVIOR OF HETEROGENEOUS NETWORKS

Thus far we have discussed the accuracy of logistic mean-field solutions as approximations to actual solutions of information propagation on the network. Conversely, an important question to address is how well the logistic solution approximates mean-field behavior for arbitrary heterogeneous networks that perhaps do not have doubly stochastic or symmetric edge weights, or whose structure is not defined algebraically. How can one analyze the influence of a network’s structural properties on the dynamics that occur on the network? One approach to answering this question involves comparing the parameters that describe the graph structure to the parameters that describe the dynamics on the the graph. For the parameters used to describe the SI-type dynamics, one can choose the transmission rate and the initial value of a scalar logistic approximation to the ensemble average of mean-field solutions.

Since a discrete logistic solution of Eq. (1) is determined by the transmission rate \( \beta_t \) and an initial condition that depends on population size, one should be able to deduce a \( \beta_t \) and initial value for a given time series that resembles a discrete logistic solution. Once these are known, one can infer a corresponding homogeneous network whose mean population behavior produces an almost identical logistic solution. Therefore, if the mean behavior of a heterogeneous network is known, then one can describe similar system dynamics in terms of a homogeneous network by fitting a discrete logistic solution to the mean heterogeneous solution. Here the error of the approximation is defined as the two-norm of the difference between the heterogeneous solution data points and points of the discrete logistic approximation for the first 100 time steps.

The mean behavior of a realization where only one agent is informed depends on the size of the reachable set for that initially informed agent. In general, the reachable set is the union of the reachable sets of all initially informed individuals. Thus, when comparing the mean behavior for different initially informed node sets, one should be sure that their reachable sets are of the same size. It is often useful to identify a set of strongly connected nodes since each node contained in a strongly connected set must necessarily have the same reachable set of nodes [33]. To keep comparisons simple, one can compute the mean population behavior with respect to time when only one node is initially informed, and repeat this computation for each node in the strongly connected set. We explore this idea for a graph topology defined by a naturally occurring scale-free graph, a family of Watts-Strogatz graphs, and a family of linked subgraphs where each subgraph is itself a Watts-Strogatz graph.
FIG. 1. (Color online) For each node contained in \(V_{SC}\), data were generated according to Eq. (4), where each given node is the only one initially informed. A discrete logistic solution was then fit to each initial node’s mean-field solution. (a) and (b) The optimal parameter values that minimize the two-norm difference between the original mean-field solution and the approximate logistic solution for each initial node, and plotted with respect to the initial node’s out-degree (\(k_{\text{out}}\)). The logistic approximations have a mean two-norm difference of 0.0326 with a 0.0024 standard deviation, and range of [0.0277, 0.0413].

A. Scale-free graph example

Here we begin with a graph topology defined by a network of Wikipedia administrator voters [43]: an example of a naturally occurring directed social network with uncorrelated degree distributions. The in-degree (\(k\)) distribution is approximately power law distributed with \(\text{prob}(k) = 0.293 \times k^{-1.357}\), and the sample correlation coefficient between in-degree and out-degree is \(\gamma = 0.387\). Here the sample correlation coefficient \(\gamma\) between two finite data sets, e.g., \(x\) and \(y\), is calculated according to Ref. [44]

\[
\gamma = \frac{\sum_{i=1}^{n} (x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n} (x_i - \bar{x})^2 \sum_{i=1}^{n} (y_i - \bar{y})^2}},
\]

where \(\bar{x}\) and \(\bar{y}\) represent the mean values of the \(x\) and \(y\) data sets, respectively.

In the context of information propagation, suppose agents \(i\) and \(j\) are neighbors. If \(i\) votes for \(j\), then this indicates a directed relationship where we know \(i\) at least pays attention to \(j\). In this sense, information is understood to flow from \(j\) to \(i\) and indicates the presence of a directed edge \((j, i)\).

For this study we focused on network structure by controlling for edge weight. Using the unbiased weighting scheme allows our study to fit scalar logistic approximation is generated by an unknown constant transmission rate \(\beta\). Given the mean behavior of each heterogeneous realization, we first identified the best fit transmission rate (\(\beta_{H}\)) using a least-squares method because \(\beta\) is linear with respect to the dynamics at each time step. We then identified the optimal initial condition using an iterative process. By assuming also that only one individual is initially informed, one can deduce an effective homogeneous population size (\(N_{H}\)) from the initial value of the logistic fit since the initial value is the inverse of the homogeneous population size in this case.

The closest approximate logistic dynamics are depicted in Fig. 1 in terms of the \(\beta_{H}\) and \(N_{H}\) parameter values for the set \(V_{SC}\). The mean-field solutions have \(\beta_{H}\) values that appear to be rather consistent regardless of the initial node’s out-degree, as shown in Fig. 1(a), while Fig. 1(b) suggests that the values of \(N_{H}\) depend logarithmically on initial node out-degree. Figure 2 shows how well a discrete logistic solution describes the ensemble average of population mean-field solutions for the set \(V_{SC}\). The best fit logistic approximations has an initial probability of 1 and all other nodes have initial probabilities of 0.

Since the transmission rate used to generate each realization was a constant value, we took it as an assumption that the best fit scalar logistic approximation is generated by an unknown constant transmission rate \(\beta\). Given the mean behavior of each heterogeneous realization, we first identified the best fit transmission rate (\(\beta_{H}\)) using a least-squares method because \(\beta\) is linear with respect to the dynamics at each time step. We then identified the optimal initial condition using an iterative process. By assuming also that only one individual is initially informed, one can deduce an effective homogeneous population size (\(N_{H}\)) from the initial value of the logistic fit since the initial value is the inverse of the homogeneous population size in this case.

FIG. 2. Logistic approximation of the ensemble over all realizations for the set \(V_{SC}\). The approximation has \(\beta_{H} = 0.4801\), \(N_{H} = 340\), and a two-norm error of 0.0624.
have two-norm errors that lie outside the range of two-norm errors for their individual mean-field solutions (i.e., 0.0624 \( \notin [0.0277, 0.0413] \)). Hence, each individual mean-field solution is closer to having discrete logistic behavior than the expected average behavior of the whole system.

By approximating mean-field solutions on an arbitrary network by that of a homogeneous network, one can interpret the homogeneous network size \( N^H \) as being a descriptor of the ease with which information can spread through the network. This argument is particularly convincing in cases when the values of \( \beta^H \) are essentially the same over all mean-field solutions, because then the bounding of solutions depends only on the initial values, and thus \( N^H \), when the step-size condition is met, as discussed in Appendix A. When only one node is initially informed, large homogeneous networks will naturally take longer for information to diffuse through than relatively smaller homogeneous networks. Therefore, one can compare a given node’s effect on the the network to that of other nodes of the network. For the unbiased weighting scheme, these results do not contradict the findings of Refs. [3,13] since faster rates of information diffusion in our model are correlated with higher out-degree of the initially informed node. The correlation value between an initial node’s log\(_{10}(k_{\text{out}})\) and its log\(_{10}(N^H)\) is \( \gamma = -0.9001 \).

### B. Watts-Strogatz graphs

One can control for structural effects on the dynamics caused by the average degree of nodes on a network by analyzing a family of networks originally studied by Watts and Strogatz [21], where a regular undirected graph is constructed such that each node has the same degree and a subset of the edges are “rewired” according to a given rewiring probability. We generated, for each rewiring probability \( \text{prob}(RW) \), a set of 20 Watts-Strogatz (WS) graphs of 1000 nodes and average degree of 20. Each graph was given an unbiased edge weighting scheme, and the mean-field solutions were generated with a transmission rate of \( \beta = 1 \). The logistic solutions were approximated following the procedure described in Sec. VIA for which each node is initially informed with probability 1 and all else zero. For a set of rewiring probabilities ranging from \( \text{prob}(RW) = 0 \) to \( \text{prob}(RW) = 1 \), the average graph structural parameters are shown in Fig. 3(a), while the average homogeneous approximation parameters are shown in Figs. 3(b) and 3(c). It is noted that the trends of \( L \) and \( C \) in Fig. 3(a) suggest the presence of small-world structures logarithmically centered about \( \text{prob}(RW) = 0.1 \), where the ratio of \( C \) to \( L \) is greatest [21].

Figure 3(c) shows that the accuracy of the homogeneous approximation improves as the graph becomes more random. It is also noted that both \( \beta^H \) and \( N^H \) increase as \( \text{prob}(RW) \) increases. The increase in \( N^H \) caused by an increase in \( \text{prob}(RW) \) seems counterintuitive because one would ordinarily expect a network of shorter average path length to seem smaller from the perspective of the information diffusing on the network. However, the value of \( \beta^H \) also increases along with \( \text{prob}(RW) \), which likely counteracts this effect. It is also noted that the result of Eq. (13) for regular graphs indicates an order of accuracy that is proportional to \( \cos[\pi(20)/(1000)] \) for this case. The average homogeneous approximation errors of the scale-free graph of Sec. VIA is an order of magnitude smaller than those of the family of WS graphs, even though the population size of the scale-free graph is almost an order of magnitude larger. It is observed that the average error decreases with the value of \( k/N = 0.02 \) held constant during these simulations, which indicates that the mean-field behavior of random graphs is in this sense relatively more logistic than that of regular graphs. Here we shall adopt the \( \langle \cdot \rangle \) notation to denote the average value of a given parameter over all nodes at a fixed rewiring probability.

To determine which types of networks spread information the fastest, one can compare the average time it takes the system to reach 99% information saturation (i.e., \( \langle x \rangle = 0.99 \)) since in some cases it is possible to reach only 100% saturation in infinite time. The number of time steps needed for the system to reach 99% information saturation is depicted in Fig. 3(b). As Table I suggests, the characteristic path length is a strong indicator of the rate at which information is able to diffuse through a WS network, while \( \beta^A \) has more of an effect on time needed to reach saturation than \( N^H \). It is noted that the
TABLE I. Correlation coefficients calculated according to Eq. (16) over the spectrum of rewiring probabilities, relating the average parameters in the left column to the average number of steps needed for mean-field solutions to reach $x = 0.99$.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta_H$</td>
<td>-0.9178</td>
</tr>
<tr>
<td>$N_H$</td>
<td>-0.8478</td>
</tr>
<tr>
<td>$C$</td>
<td>0.6304</td>
</tr>
<tr>
<td>$L$</td>
<td>0.9876</td>
</tr>
</tbody>
</table>

The least amount of time needed to reach 99% saturation occurs for the set of graphs having rewiring probability $\text{prob}(RW) = 1$ (random graphs), and occurs in eight fewer time steps on average than graphs of $\text{prob}(RW) = 0.1$ (small-world graphs). This suggests that random networks spread information faster than small-world graphs when controlling for average node degree.

C. Chain of Watts-Strogatz graphs

To extend the analysis of WS graphs, suppose a network is constructed as a sequence of WS networks such that only one undirected edge connects two neighboring WS subnetworks, as depicted in Fig. 4(a). Applying the homogeneous approximation to this type of system allows comparison to both WS graphs and chain graphs on the macroscale, while also being able to probe the behavior of individual nodes, such as those that connect the distinct WS subgraphs, on the local scale.

For the chain of WS graphs, the average graph structural parameters are shown in Fig. 5(a), while the average homogeneous approximation parameters are shown in Fig. 5(b). Although the trend of $C$ in Fig. 5(a) for the chain of WS graphs is almost identical to that of Fig. 3(a) for a single WS graph, there is a noticeable difference in the trends of $L$ among Figs. 3(a) and 5(a) with respect to \text{prob}(RW). One might hypothesize that the discrepancy of $L$ between the two systems can be attributed to the fact that each WS subgraph of the WS graph chain has 100 members instead of 1000. However, the identical behavior of $C$ for the two systems suggests that the chain structure of the WS subgraphs has a more significant impact on $L$ with respect to \text{prob}(RW) since rewirings were not allowed to occur between each WS subgraph. When the average homogeneous approximation parameters are compared, one finds that the data of Fig. 5(b) show trends that oppose those of Fig. 3(c): Fig. 5(b) shows an increasing error and barely decreasing $\beta_H$ and $N_H$ as \text{prob}(RW) increases. The reason for the opposing trend in the average homogeneous data for the chain of WS graphs versus the single large WS graph is that the WS subgraphs are linked as a sequential chain. As rewiring probability approaches $\text{prob}(RW) = 1$, each WS subgraph becomes better mixed and appears to behave more as one entity since information diffuses fastest on the single WS network level, as shown in Fig. 3(b). While the WS subgraphs become more mixed, the increase in homogeneous approximation error is likely explained by the fact that chains of nodes...
do not produce logistic mean-field solutions, as discussed in Sec. V.

Figure 6 shows that the average clustering coefficient is weakly correlated with both $\beta_H$ and $N_H$, while the characteristic path length is somewhat correlated with $\beta_H$ over all rewiring probabilities and becomes more correlated with $N_H$ as rewiring probability increases. As the characteristic path length decreases, the negative correlation with both $\beta_H$ and $N_H$ indicates that the information not only diffuses faster, but through an effectively larger network. Hence, the structural effects that cause an increase in $\beta_H$ values offset those that cause a decrease in $N_H$, and results in an average of 76 time steps to reach 99% of saturation for each rewiring probability. In this case one can interpret the networks as being equally capable of diffusing information.

The expected mean-field solutions are actually quite similar in performance to each other for this type of system since the collection of ensemble averages of the mean-field solutions over the spectrum of rewiring probabilities have an average two-norm error of 0.0624. Compared to the error of the homogeneous approximation to mean-field solutions, which has an average value of 0.2778 in two-norm, as deduced from the data of Fig. 5(b), the homogeneous approximation is still sensitive enough to detect subtle features in the mean-field solutions despite how nonlogistic the mean-field solutions are.

At the individual node level, Fig. 4(b) shows the characteristic path lengths at each end of the rewiring probability spectrum, along with their corresponding index labels. At this level of detail, it is easy to see the effects that the subgraph connecting nodes have on the dynamics relative to their global location on the graph. By comparing Fig. 4(b) to 4(c) and 4(d) one is able to observe how the characteristic path length of each node is reflected by its effective homogeneous network size and effective transmission rate, respectively. Figure 4(c) shows how the subgraph connecting nodes perceive the smallest effective homogeneous networks, while those toward the center of the network perceive the largest effective homogeneous networks of all. When this observation is compared to the average characteristic path length of each node, as observed in Fig. 4(b), one finds this observation to, again, be a counterintuitive result that can be explained by the opposing effect of $\beta_H$ as seen in Fig. 4(d).
VII. CONCLUSIONS

By focusing our attention on SI dynamics, we have shown the importance of applying algebraic graph theory to dynamic processes in a simple information-spreading context, and the new physical insight it is able to provide to information-spreading phenomena. In contrast to the application of approximate parameter distributions to the dynamic equations, such as power-law degree distributions, adjacency matrices preserve the exact global structure of a weighted network. Here we were able to also use adjacency matrices to rigorously attribute the size of fluctuations about the population-level solutions to the structural similarity between a given graph and a completely connected graph. In the case of completely connected graphs, the fluctuations were found to be attributed to finite size effects.

Specifically, we have constructively shown that the agent-based and scalar logistic models are in exact agreement for the completely connected case in the limit as the number of agents in the system approaches infinity, as conjectured previously in different research communities. For homogeneous systems consisting of a finite number of agents, the singular values of the graph adjacency matrix produce the closest logistic approximation to the completely connected agent-based dynamics. This result was extended to connected networks that are doubly stochastic or with symmetric interactions so that systems of this type can generally be approximated by the discrete logistic equation. Although double stochasticity is typically relevant only to engineered systems, we have seen that our analytic methods are applicable to naturally occurring systems since propagation mechanisms with interaction symmetry are quite common. We also discussed how one can analyze the logistic behavior of arbitrary heterogeneous network topologies.

Moreover, by analyzing average population behavior, we found that there are instances when solutions to heterogeneous dynamics of one set of parameter values appear to be well-approximated by homogeneous dynamics for a different set of parameter values. If the entire network structure and set of parameter values are known, an implication of being able to use homogeneous systems to approximate heterogeneous systems is that it provides a standard way of comparing the dynamics of two heterogeneous systems. In general, the logistic behavior of any two homogeneous networks can be compared to each other. To avoid results that may be misleading, however, we advocate comparing only networks of the same size when making network versus network comparisons and comparing nodes with the same size reachable sets when making node versus node comparisons.

In regard to the inverse problem of using observable system behavior to infer graph features, coarse descriptions, such as mean-field behavior, are likely not to contain enough detail to distinguish one graph topology from another. Caution should be exercised when observing similar mean-field behavior of different logistic dynamical systems because uniqueness properties relating mean-field behavior to heterogeneous graph structure have yet to be established, particularly if they have different weighting schemes. Just as there can be two completely different graph structures that produce the exact same mean-field behavior, there could also be two identical graph structures of different weighting schemes that could exhibit different mean-field behaviors.
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APPENDIX A. LOGISTIC BOUNDS OF THE COMPLETELY CONNECTED SOLUTION

For systems of finite size, it is possible to bound (6) by discrete logistic functions. Since the fact that each element of \( p_i \in [0,1] \) implies that \( (p^{(i)}_t)^2 \leq p^{(i)}_t \) and thus \( |p|_2^2 \leq |p|_1 \), then one obtains the upper bound:

\[
x_{t+h} \leq x_t + h\beta x_t \frac{N}{N-1} (1-x_t).
\]  

(A1)

A lower bound for Eq. (6) can be obtained by simply truncating the the \( |p|_2^2 \) term:

\[
x_{t+h} \geq x_t + h\beta x_t \left(1 - \frac{N}{N-1} x_t\right).
\]  

(A2)

We now compare the various logistic approximations to conclude that the single-step upper and lower logistic bounds of Eq. (6) produce upper and lower solutions for all time steps. First, we show that if given \( x_t, y_t \in [0,1] \) at time \( t \) and parameters \( \phi, \theta \in \mathbb{R}_{>0} \) then \( x_t \geq y_t \) implies \( x_{t+h} \geq y_{t+h} \). If the two points evolve according to the same discrete logistic equation of the form \( x_{t+h} = x_t + \phi h \beta x_t (1 - \theta x_t) \).

By assuming \( x_t \geq y_t \), then

\[
x_{t+h} - y_{t+h} = x_t + \phi h \beta x_t (1 - \theta x_t) - y_t - \phi h \beta y_t (1 - \theta y_t) = (x_t - y_t) + \phi h \beta \left[x_t - y_t - \theta (x_t^2 - y_t^2)\right] = (x_t - y_t) + \phi h \beta \left[1 - \theta (x_t + y_t)\right] \geq (x_t - y_t) + \phi h \beta (1 - 2\theta) \]

and is non-negative when \( 2\theta \leq 1 \) or

\[
h \leq \frac{1}{\sup_i \beta_i \phi (2\theta - 1)}.
\]  

(A3)

By imposing a requirement on the step size of the discrete logistic equation, it can be shown that one discrete logistic solution bounds another discrete logistic solution if their single step dynamics also bound each other. When applied directly to Eqs. (7), (A1), (A2), the minimum step size comes from Eq. (A2) with \( \phi = 1 \) and \( \theta = N/(N-1) \).

Now suppose \( h \) satisfies (A3) with the \( \phi \) and \( \theta \) values from Eq. (A2) so that

\[
h \leq \frac{N-1}{N+1} \frac{1}{\sup_i \beta_i}.
\]
The dynamic equation (7) yields a logistic approximation, $x^*_t$, that is bounded by Eqs. (A1) and (A2). To show this is true, let

$$ x^\text{Upper}_{t+h} := x_t + h\beta \frac{N}{N-1} x_t (1-x_t), $$

$$ x^*_t := x_t + h\beta x_t (1-x_t), $$

$$ x^\text{Lower}_{t+h} := x_t + h\beta x_t \left( 1 - \frac{N}{N-1} x_t \right). $$

Given an initial condition $|x_0| / N = x^\text{Upper}_0 = x^*_0 = x^\text{Lower}_0$, Eqs. (7), (A1), (A2) provide the respective solutions to $x^\text{Upper}_t$, $x^*_t$, and $x^\text{Lower}_t$. To show that $x^\text{Upper}_t \geq x^*_t \geq x^\text{Lower}_t$ as the inductive step, we begin with the hypothesis that $x^\text{Lower}_{t+h} \leq x^*_t \leq x^\text{Upper}_{t+h}$. If one were to briefly let $y^\text{Lower}_t = x^*_t$ and $y^\text{Upper}_t = x^*_t$, then the same procedure used to obtain the base cases asserts that $y^\text{Lower}_{t+h} \leq x^*_t \leq y^\text{Upper}_{t+h}$. Since $x^\text{Lower}_t \leq y^\text{Lower}_{t+h}$ and $y^\text{Upper}_t \leq x^\text{Upper}_{t+h}$, it follows that $x^\text{Lower}_{t+h} \leq y^\text{Lower}_{t+h} \leq y^\text{Upper}_{t+h} \leq x^\text{Upper}_{t+h}$ so that the solution to Eq. (7) is bounded by the solutions to Eqs. (A1) and (A2). For example, Fig. 7 depicts the accuracy of solutions to Eqs. (7), (A1), and (A2) with respect to the solution generated by Eq. (6), for a completely connected network of 100 agents with one initially informed agent.

For this bounding statement to be true, the step size must be chosen appropriately based on the size of the network and the transmission rate. Thus, when comparing data to the model under the homogeneous assumption, one must consider the behavior of the information since it affects the transmission rate. The transmission rate affects the step size, which in turn affects the adjacency matrix (in the more general case).

**APPENDIX B. PROOF OF GENERAL APPROXIMATION**

1. Doubly stochastic matrices

To show how well the scalar logistic model approximates the graph-based model, first let $A$ be the doubly stochastic and irreducible adjacency matrix that corresponds with the network topology. Since the elements of $p_t$ are all non-negative, the one norm of the vector $p_t$ is simply a sum over all of its elements (i.e., $|p_t| = 1^T p_t$), we begin by taking the one-norm of Eq. (4):

$$ |p_{t+h}|_1 = 1^T (p_t + h\beta_t A p_t - h\beta_t \text{diag}(p_t) A p_t) = 1^T p_t + h\beta_t 1^T A p_t - h\beta_t p_t A p_t. $$

Quadratic forms have the property that $\lambda \langle \cdot, \cdot \rangle \geq 0$ and $\lambda_1 \langle \cdot, \cdot \rangle \geq \lambda_2 \langle \cdot, \cdot \rangle$. Let $A_S = \sum_{i=1}^p \lambda_i w_i w_i^T$:

$$ |p_{t+1}|_1 = 1^T p_t + h\beta_t A_S p_t - h\beta_t p_t \sum_{i=1}^n \lambda_i w_i w_i^T p_t = |p_t|_1 + h\beta_t 1^T A_S p_t - h\beta_t \lambda_1 p_t w_1 w_1^T p_t - h\beta_t p_t \sum_{i=2}^n \lambda_i w_i w_i^T p_t. $$

Since $A$ is doubly stochastic, the columns of $A$ each sum to 1 so that the second term of Eq. (B1) simplifies to $h\beta_t |p_t|_1$.

The matrix $A_S$ will also be doubly stochastic, and thus row stochastic. From the Perron-Frobenius theorem [33], $\lambda_1 = 1$ and $w_1 = 1 / \sqrt{n}$, and denoting the inner product as $\langle \cdot, \cdot \rangle$, the third term of Eq. (B1) can be simplified as follows:

$$ -h\beta_t \lambda_1 p_t w_1 w_1^T p_t = -h\beta_t (1 / \sqrt{n}) p_t^2 = -h\beta_t \frac{1}{n} (1, p_t)_2^2 = -h\beta_t \frac{1}{n} |p_t|_1^2. $$

By applying the inner product notation to the fourth term of Eq. (B1), it can be rewritten as $-h\beta_t \sum_{i=2}^n \lambda_i (w_i, p_t)^2$.

Upper and lower bounds on the fourth term of Eq. (B1) can be obtained by observing that

$$ -|\lambda_2| \sum_{i=2}^n (w_i, p_t)^2 \leq \sum_{i=2}^n \lambda_i (w_i, p_t)^2 \leq |\lambda_2| \sum_{i=2}^n (w_i, p_t)^2. $$

To further simplify this expression, we can use the submultiplicative property of matrix norms, where $\sum_{i=2}^n (w_i, p_t)^2 \leq \sum_{i=1}^n (w_i, p_t)^2 = \|W^T p_t\|^2 \|p_t\|^2 = \|p_t\|^4$. By substituting $\sigma_2 = |\lambda_2|$ and applying this inequality, one obtains...
the following:

\[-\sigma_2 |p_t|^2 \leq \sum_{i=2}^{n} \lambda_i (\langle w_i, p_t \rangle^2 \leq \sigma_2 |p_t|^2,\]

which indicates that the fourth term of Eq. (B1) is a term of order \( h \sigma_2 \).

Therefore, (B1) simplifies to

\[|p_{t+1}| = |p_t| + h \beta_t |p_t| - \frac{h \beta_t}{n} |p_t|^2 + O(h \sigma_2). \quad (B2)\]

Finally, divide by \( n \), and let \( x_t = |p_t|/n \) to obtain the average probability of being informed:

\[x_{t+1} = x_t + h \beta_t x_t (1 - x_t) + O(h \sigma_2). \quad (B3)\]

### 2. Symmetric matrices

Beginning with expression (14), one can factor out \( R_1 \) to use the fact that \( (A - R_1) \) is a symmetric matrix to obtain

\[p_{t+1} = p_t + h \beta_t (I - \text{diag}(p_t)) + h \beta_t (I - \text{diag}(p_t)) WD W^T p_t,\]

where \( D \) is a matrix whose diagonal elements are the eigenvalues of \( (A - R_1) \). By recognizing that \(-\sigma_1 I \leq WD W^T \leq \sigma_1 I\), it follows that one obtains (15) by summing the elements and dividing by the cardinality of the population. A similar argument shows that mean-field solutions are upper-bounded by solutions to

\[x_{t+h} = x_t + \sigma_1 h \beta_t x_t (1 - x_t),\]

where \( x_t = |p_t|/N \) and \( \sigma_1 \) provides a time-scaling effect on the step size when \( h \) satisfies (A3).

### APPENDIX C. ADDITIONAL DEFINITIONS

As explained in Ref. [21], the characteristic path length \( L \) of a network is defined as the number of edges in the shortest path between two vertices, averaged over all pairs of vertices. Similarly, one can define the characteristic path length \( L_i \) of a single node \( i \) as the average shortest path length between \( i \) and each other \( j \in V \).

To define a network’s average clustering coefficient \( C \), we first define the set of edges \( E_i \) that exist between a given node \( i \in V \) and its neighbors as \( E_i = \{(i, j) \in E, j \in V\} \). If node \( i \) has \( k_i \) neighbors, then the clustering coefficient \( C_i \) of node \( i \) is

\[C_i = \frac{2|E_i|}{k_i(k_i - 1)/2}, \quad (C1)\]

where \(|E_i|\) represents the cardinality of \( E_i \), and \( k_i(k_i - 1)/2 \) is the maximum number of edges that can possibly exist in \( E_i \). Hence, \( C \) is the average value of \( C_i \) over all \( i \).


